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Lecture 6: Language Models (in a broader sense).



To recap….



Word2Vec Overview

Word2vec (Mikolov et al. 2013) is a framework for learning word vectors

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture01-wordvecs1.pdf



What’s wrong with word2vec?

• One vector for each word type

• Complex characteristics of word use: semantics, syntactic  behavior, and connotations

• Polysemous words, e.g., bank, mouse



Contextual Representations

● Problem: Word embeddings are applied in a  context 

free manner

open a bank account on the river bank

[0.3, 0.2, -0.8, …]

● Solution: Train contextual representations on text  

corpus

open a bank account

[0.9, -0.2, 1.6, …]

on the river bank

[-1.9, -0.4, 0.1, …]

Static vs. Contextualized



Contextualized word embeddings

Let’s build a vector for each word conditioned on its context!

movie was terribly

exciting !

the

Contextualized word embeddings

f : (w1, w2, …, wn) ⟶ x1, …, xn ∈ ℝd



From static word vector to

contextualized word vectors 



History of Contextual Representations

● ELMo: Deep Contextual Word Embeddings, AI2 &  

University of Washington, 2017

Train Separate Left-to-Right and  

Right-to-Left LMs

LSTM

<s>

open

LSTM

open

a

LSTM

a

bank

Apply as “Pre-trained  

Embeddings”

LSTM

open

<s>

LSTM

a

open

LSTM

bank

a

open a bank

Existing Model Architecture



ELMo

•

•

NAACL’18: Deep contextualized word representations  

Key idea:

• Train an LSTM-based language model on some  

large corpus

• Use the hidden states of the LSTM for each token  

to compute a vector representation of each word



ELMo

input
softmax

# words in the  

sentence



How to use ELMo?

• γtask: allows the task model to scale the entire ELMo vector

• stask: softmax-normalized weights across layersj

hlM = xLM, hLM = [ h LM; h LM]
k,0 k k,j k,j

k,j

• Plug ELMo into any (neural) NLP model: freeze all the LMs  

weights and change the input representation to:

(could also insert into higher layers)

# of layers



Use ELMo in practice

https://allennlp.org/elmo

Also available in TensorFlow



● Problem: Language models only use left context 

or  right context, but language understanding is  

bidirectional.

● Why are LMs unidirectional?
● Reason 1: Directionality is needed to generate 

a  well-formed probability distribution.

○ We don’t care about this.

● Reason 2: Words can “see themselves” in 

a  bidirectional encoder.

How to use ELMo?



Layer 2

<s>

Layer 2

open

Layer 2

open

Layer 2

a

Layer 2

a

Layer 2

bank

Unidirectional context

Build representation incrementally

Layer 2

<s>

Layer 2

open

Layer 2

open

Layer 2

a

Layer 2

a

Layer 2

bank

Bidirectional context

Words can “see themselves”

Unidirectional vs. Bidirectional Models



BERT

•

•

First released in Oct 2018.

NAACL’19: BERT: Pre-training of Deep Bidirectional  

Transformers for Language Understanding

How is BERT different from ELMo?

#1. Unidirectional context vs bidirectional context  

#2. LSTMs vs Transformers (will talk later)

#3. The weights are not freezed, called fine-tuning



Bidirectional encoders

•

•

Language models only use left context or right context 

(although  ELMo used two independent LMs from each 

direction).

Language understanding is bidirectional

Lecture 9:

Why are LMs unidirectional?



Bidirectional encoders

•

•

Language models only use left context or right context 

(although  ELMo used two independent LMs from each 

direction).

Language understanding is bidirectional



Masked language models (MLMs)

• Solution: Mask out 15% of the input words, and then predict the  masked words

•

•

Too little masking: too expensive to train  

Too much masking: not enough context



Masked language models (MLMs)

A little more complication:

Usually, [MASK] would not exist when BERT is used in downstream tasks

We probably would not see [mask] in 

downstream tasks.



Next sentence prediction (NSP)

Always sample two sentences, predict whether the second sentence is  

followed after the first one.

Recent papers show that NSP is not necessary, probably it becomes saturated quickly

(Joshi*, Chen* et al, 2019) :SpanBERT: Improving Pre-training by Representing and Predicting Spans  (Liu et al, 2019): RoBERTa: A Robustly 

Optimized BERT Pretraining Approach



Pre-training and fine-tuning

Pre-training Fine-tuning
Key idea: all the weights are fine-tuned on downstream tasks



One pre-trained models is adapted everywhere

Maybe this is one of the first popular  Foundation model

On the Opportunities and Risks of Foundation Models. https://arxiv.org/abs/2108.07258

https://arxiv.org/abs/2108.07258


Applications



Effect of Pre-training Task

● Masked LM (compared to left-to-right LM) is very important on  
some tasks, Next Sentence Prediction is important on other tasks.

● Left-to-right model does very poorly on word-level task (SQuAD),  
although this is mitigated by BiLSTM



Directionality helps

● Masked LM takes slightly longer to converge because we  
only predict 15% instead of 100%

● But absolute results are much better almost immediately



Scalability - BERT

It seems BERT cannot benefit that much from scaling;

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1204/slides/Jacob_Devlin_BERT.pdf



Scalability - GPT

GPT scales better！
Reason：generation scales, but no for discrimination

https://web.stanford.edu/class/archive/cs/cs224n/cs224n.1204/slides/Jacob_Devlin_BERT.pdf



From BERT/ELMO to more 

“general”“ language models



Overview

Benyou Wang et.al. Pre-trained Language Models in Biomedical Domain: A Systematic Survey. ACM Computing Survey.



Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use cases.

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

• Gets bidirectional context – can condition on future!

• How do we train them to build strong representations?

• Good parts of decoders and encoders? 

• What’s the best way to pretrain them?

• Language models! What we’ve seen so far. 

• Nice to generate from; can’t condition on future words 



RoBERTA
● RoBERTa: A Robustly Optimized BERT Pretraining Approach

(Liu et al, University of Washington and Facebook, 2019)

● Trained BERT for more epochs and/or on more data
○ Showed that more epochs alone helps, even on same data

○ More data also helps

● Improved masking and pre-training data slightly



SpanBERT
● RoBERTa: SpanBERT: Improving Pre-training by Representing

and Predicting Spans (Joshi et al, 2019)

● Mask a whole Span

● Span masking helps



BERT-wwm
● Pre-Training with Whole Word Masking for Chinese, Cui et.al.

2019

● Mask a whole Chinese work



ERNIE
● ERNIE: Enhanced Language Representation with Informative

Entities. Zhang et.al 2019

● Mask Informative Entities



ALBERT
● ALBERT: A Lite BERT for Self-supervised Learning  of Language 

Representations (Lan et al, Google  and TTI Chicago, 2019)

● Innovation #1: Factorized embedding  

parameterization
○ Use small embedding size (e.g., 128) and then project it to  

Transformer hidden size (e.g., 1024) with parameter matrix

128

x  
100k

1024
x  

128

1024

x   
100k

vs. ⨉



ALBERT

● Innovation #2: Cross-layer parameter sharing
○ Share all parameters between Transformer layers

● Results:

● ALBERT is light in terms of parameters, not speed



ELECTRA

● ELECTRA: Pre-training Text Encoders as  

Discriminators Rather Than Generators (Clark et al,  

2020)

● Train model to discriminate locally plausible text  

from real text



Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use cases.

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

• Gets bidirectional context – can condition on future! 

• How do we train them to build strong representations?

• Good parts of decoders and encoders?

• What’s the best way to pretrain them?

• Language models! What we’ve seen so far. 

• Nice to generate from; can’t condition on future words 



Pretraining encoder-decoders: what pretraining objective to use?

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

For encoder-decoders, we could do something like language modeling, but where a prefix 

of every input is provided to the encoder and is not predicted.

The encoder portion benefits from bidirectional context; 

The decoder portion is used to train the whole model through 

language modeling.

[Raffel et al., 2018]

https://arxiv.org/pdf/1910.10683.pdf


Pretraining encoder-decoders: what pretraining objective to use?

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

What Raffel et al., 2018 found to work best was span corruption. Their model: T5.

[Raffel et al., 2018]

Replace different-length spans from the input with 

unique placeholders; decode out the spans that were 

removed!

This is implemented in text preprocessing: it’s 

still an objective that looks like language 

modeling at the decoder side.

https://arxiv.org/pdf/1910.10683.pdf
https://arxiv.org/pdf/1910.10683.pdf


Pretraining encoder-decoders: what pretraining objective to use?

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf
[Raffel et al., 2018]

A fascinating property of T5: it can be finetuned to answer a wide range of questions, 

retrieving knowledge from its parameters.

We may see a important concept called instruction tuning, later used in large language models 

https://arxiv.org/pdf/1910.10683.pdf


Pretraining encoder-decoders: what pretraining objective to use?

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf
[Raffel et al., 2018]

BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, 

Translation, and Comprehension. https://aclanthology.org/2020.acl-main.703.pdf

https://arxiv.org/pdf/1910.10683.pdf


Pretraining for three types of architectures

The neural architecture influences the type of pretraining, and natural use cases.

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

• Gets bidirectional context – can condition on future! 

• How do we train them to build strong representations?

• Good parts of decoders and encoders? 

• What’s the best way to pretrain them?

• Language models! What we’ve seen so far.

• Nice to generate from; can’t condition on future words



Back to the language model

(next word prediction)



Pretraining decoders

When using language model pretrained decoders, we can ignore that they were trained 

to model 

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

We can finetune them by training a 

classifier on the last word’s hidden state.

Where 𝐴 and 𝑏 are randomly initialized and 

specified by the downstream task.

Gradients backpropagate through the whole 

network. 
[Note how the linear layer hasn’t been 

pretrained and must be learned from scratch.] 



Pretraining decoders

It’s natural to pretrain decoders as language models and then

use them as generators, finetuning their

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

This is helpful in tasks where the output 

is a sequence with a vocabulary like that 

at pretraining time! 

• Dialogue (context=dialogue history)

• Summarization (context=document)

[Note how the linear layer has been pretrained.] Where 𝐴, 𝑏 were pretrained in the 

language model!



Increasingly convincing generations (GPT2) [Radford et al., 2018]

We mentioned how pretrained decoders can be used in their capacities as language 

models. GPT-2, a larger version (1.5B) of GPT trained on more data, was shown to 

produce relatively convincing samples of natural language.

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf



GPT-3, In-context learning, and very large models

So far, we’ve interacted with pretrained models in two ways: 

• Sample from the distributions they define (maybe providing a prompt) 

• Fine-tune them on a task we care about, and take their predictions.

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

Very large language models seem to perform some kind of learning without 

gradient steps simply from examples you provide within their contexts. 

GPT-3 is the canonical example of this. The largest T5 model had 11 

billion parameters. GPT-3 has 175 billion parameters. 



• LM (next word prediction) is scalable

• LM does not need annotations 

• LM is simple such that it is easily to adapt it many tasks

• LM could model human thoughts

• LM is efficient to capture knowledge (imagine use images to record 
knowledge?)

• Humans do LM everyday (do next-word/ next-second prediction)



What can we learn from reconstructing the input?

I was thinking about the sequence that goes 1, 1, 2, 3, 5, 8, 13, 21, ____ 

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture9-pretraining.pdf

Overall, the value I got from the two hours watching it was the sum total of the 

popcorn and the drink. The movie was ___.

The woman walked across the street, checking for traffic over ___ shoulder.

I went to the ocean to see the fish, turtles, seals, and _____. 
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Tutorial 1: Introduction to Overleaf, 
GitHub, Python, and Pytorch



Pytorch: Neural Network – Forward & 
Backward Propagation



Neural Network

Hidden layers

Suppose activation functions here are all sigmoid



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Forward Propagation



Parameter Update – Gradient Descent



Gradient Descent

new parameter

current parameter

learning rate

gradient



Gradient

How? Backward propagation with chain rule!



Backward Propagation



Chain rule



Chain rule



Chain rule



Chain rule



Chain rule



Chain rule

forward propagation:



Chain rule

forward propagation:



Chain rule



Chain rule



Chain rule



Chain rule



Chain rule



Chain rule

forward propagation:



Chain rule

forward propagation:



Chain rule



Chain rule



Chain rule



Chain rule



Chain rule

forward propagation:



Chain rule

forward propagation:



Chain rule

We come back!



Backward Propagation



Backward Propagation



Backward Propagation



Backward Propagation

Reverse the direction!



Backward Propagation




